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8.1 (10| <§§8.1-8.2> Here are two different I/O systems intended for use in
transaction processing:

B System A can support 1500 I/O operations per second.
B System B can support 1000 [/O operations per second.

The systems use the same processor that executes 500 million instructions per sec-
ond. Assume that each transaction requires 5 I/O operations and that each I/O
operation requires 10,000 instructions. Ignoring response time and assuming that
transactions may be arbitrarily overlapped, what is the maximum transaction-
per-second rate that each machine can sustain?

SEEE:
SEFRZR AN 100%HAT A FRAC TR, NGR4T & 2 A F TS0
500M/ (5x10000) = 10000
REABIERZ BN ESNEN:
1500/5= 300 (< 10000 )

REBEMVH &R AL NEON:
1000/5= 200 (< 10000)



8.8 [10] <§8.3> Consider two RAID disk systems that are meant to store 10 ter-
abytes of data (not counting any redundancy). System A uses RAID 1 technology,
and System B uses RAID 5 technology with four disks in a “protection group.”

a. How many more terabytes of storage are needed in System A than in System
B?

b. Suppose an application writes one block of data to the disk. If reading or
writing a block takes 30 ms, how much time will the write take on System A
in the worst case? How about on System B in the worst case?

c. Is System A more reliable that System B? Why or why not?

SHEER:

a. RGANRAID]L, KAHMESES, UL, PrABEZAREAN10+10=20TB
RSB AHRAIDS, XA — & ERKAL, A AEAN10+10x1/4=12.5TB
A, ALLB%£20-12.5=7.5TB

b. EBIRMIEBERT, REAS—HEIE RN A H2x30=60ms; RSB E —HEIE 18t
[ 2K EERI2IRE, Pl A4x30=120ms

c. REAULRGBER S, EM L, REGARAIDDKILRAE BLARSB (RAIDS)
%, AEMNER. i, HE—AHEEERERAM U EERN, REBIIENK
5, HRGARKE



8.9 [15] <§8.3> What can happen to a RAID 5 system if the power fails between
the write update to the data block and the write update to the check block so that
only one of the two is successtully written? What could be done to prevent this
from happening?

SHERE:

Xt TRAIDSXR G, MRES EHImHE R TSR A AR, W5 AR
YA N S A B AL, JoiRIEMIR R .

PG AT ARG, R R I 48 R 56 P AN R T



8.12 [5] <§8.3> Asecret agency simultaneously monitors 100 cellular phone con-
versations and multiplexes the data onto a network with a bandwidth of 5 MB/sec
and an overhead latency of 150 us per 1 KB message. Calculate the transmission
time per message and determine whether there is sufficient bandwidth to support
this application. Assume that the phone conversation data consists of 2 bytes sam-

pled at a rate of 4 KHz.

SEER:
FP100NSIEXT W I EIE RN : 4K x 2B x100 =800KB/s
i message H1KB, FricHifEHmmtEIA: 1KB/5SMB+150/106 =0.35x10-3s
CUn RAEHT800K B ) i [A] L 1 R0 40 %2, MBI e . )
FEHI800K B [ B [E] Ay
800KB / 1KB x 0.35x103=0.28 s < 1s

Vi BT 5 0 !



8.14 [5] <§8.3> There are two types of parity: even and odd. A binary word with
even parity and no errors will have an even number of 1s in it, while a word with
odd parity and no errors will have an odd number of 1's in it. Compute the parity
bit for each of the following 8-bit words if even parity is used:

a. 01100111 1
b. 01010101 0

8.15 [10] <§8.3>

a. If a system uses even parity, and the word 0111 is read from the disk, can we
tell if there is a single-bit error?

b. If a system uses odd parity, and the word 0101 appears on the processor-
memory bus, we suspect that a single-bit error has occurred. Can we tell
which bit the error occurs in? Why or why not?

c. If a system uses even parity and the word 0101 appears on the processor-
memory bus, can we tell if there is a double-bit error?

ZHEF: a Aiein, W= (JEAE M)
b. ANEEREMRAL R, 10 R BEAI W e & Bohs th 4
C. A RETCHE BB KA th 4



8.16 [10] <§8.3> A program repeatedly performs a three-step process: It reads in
a 4 KB block of data from disk, does some processing on that data, and then writes

out the result as another 4 KB block elsewhere on the disk. Each block is contiguous
and randomly located on a single track on the disk. The disk drive rotates at 10,000

RPM, has an average seck time of 8 ms, and has a transfer rate of 50 MB/sec. The
controller overhead is 2 ms. No other program is using the disk or processor, and
there is no overlapping of disk operation with processing. The processing step
takes 20 million clock cycles, and the clock rate is 5 GHz. What is the overall speed
of the system in blocks processed per second?

SEER:
BEPE. 2- 48 -5, SH4KB.
S R4 IHA] . 60000 / (2x10000) = 3ms
R ELBER PRI ) TR A . 3+8+2+1000x4KB/50MB=13.08ms
S FEE TR TE) A 1000 x 20M x 1/5G = 4ms
BANBRAVEFT LR R Y. 13.08x2+4 ~30ms
FrLL, #4k b Rbph b B s gl 1/30=33.3



8.18 [5] <§§8.3, 8.5> Suppose we have a system with the following characteris-
tics:
1. A memory and bus system supporting block access of 4 to 16 32-bit words.

2. A 64-bit synchronous bus clocked at 200 MHz, with each 64-bit transfer

taking 1 clock cycle, and 1 clock cycle required to send an address to mem-
ory.

3. Two clock cycles needed between each bus operation. (Assume the bus is
idle before an access.)

4. A memory access time for the first four words of 200 ns; each additional set
of four words can be read in 20 ns.

Assume that the bus and memory systems described above are used to handle disk
accesses from disks like the one described in the example on page 570. If the I/O is
allowed to consume 100% of the bus and memory bandwidth, what is the maxi-
mum number of simultaneous disk transfers that can be sustained for the two
block sizes?

SEER: WTHEAL-4RAMAS, BINBRISERWT:
A-FHPABIER BT R HN: 71.11MB/s
16-FHALXR RLE W T AN: 224.56MB/s
o5 e WERL AR5 L A50MB/s, HEEAN BT FAR N IOMRS I, BT
S FA4-FHAEE BN, % REEEER[71.11/50)=1/MEE AT /&%
X F16-FHAEERIEN, &2 HE R E[224.56/50] =4 R AT A%




B2 BB R/ 58 HI R0

BER —NMRAEEA THIRM:
(DRSS FFA4~164 320 FHIBVT ]
(2)644L [R5 M4k, BHhHiZ H200MHz, G644 IR &5 — AN B g E
H, Huhb X B AT LN B2 R A
(R)TERE IR I R AF (B 55) [ PR 25 IR I 34
() TEAE 2S5 I8 5 T T A4 £ 2 200ns, B4 FR£20ns. RERITHE
H B B0 10 B AR X TN J5 AN F A7 o IR E VT LE 2 1T .
18 K H 43 70 H 4-F 3 R 16-F 3 5 3 32 B 256 4™ - B [ 465 48 77 %8 A S5 18 B
5. FHEKRHERMEL TR ERERLELSE. —PNR&FEEH
— M HEARIE 5 BR — AN R AR X A B



B2 BB R/ 58 HI R0

St A-FHARIRIF M
X T4-FHARRE TR, —IREBE&ESH— PRI R —M-F
HIEEIEARK . WD EBEFFEIE— AN FRIEIER.
FANE AR I AE I 8] A«
(1) KiE—ANubb B =748 — AN 89 3
(2) \EFFELANFIE: 200ns/(5ns/Cycle)=40 4 & #A
(—ANFE#IR10°ns/200MHZz=1000/200=5n5s)
(3) 4 (128h1) WIfEHITR 218 E B
(— 6N E R A5 T T 1A I 8 F )
(4) ZFEIXIRARIEFN T IR BIA 24 22 TR B ) 1
il —IR B & FHE BT ASAN AR, 25610 FT5256/4=641H%, Frll
HEA L1 T 45x64=28801 B £ I B, BRI S A BT (8] . 2880 & BAx

5ns/ B #=14400ns . FEFIRLFELSE N 64 x (1s/14400ns) =
4.44MAS . BERH T A (256 x 4B)/14400ns =71.11MB/s.



B2 BERA /NI B8 i

AT 16-FHARE B :

X F16-FHiLiE, —IREB&LFLSH ML EFER— N 16-FHR
PEAEEH . HEIN BT HZALE —PDLI6NEREIES.

B A-F R TERT A A

(1) RIE—AHhk B 74— a8 B

(2) \EFERFFIEIAFELE: 200ns/(5ns/Cycle)=40Bf4h & 1A

(3) ANFAE T2 B A B, FEAR R e A 28 TR e B T — M

(4) TEARIRFN T IR Z BB 2N R 80, AR T —MFEE RS

ik, 16FHFHK{=MMFLHEERS LIREFWHIP. FHEXT16-FHiE
i, —IREBRFHESILFLARPIEAE . 1+40+4 x (2 +2) = 57/,
256N F 7256 | 16=161H5, BIEBAMEEFST x 16 = 9124044
B, BURZ&RE A 912/ #Ix 5ns / E#I=4560ns. JLPANRZETH K

1/3. B REHESLS NN 16 x (1s / 4560ns) = 3.51MA. E&kH:
FoA: (256 x 4B)x (1s/4560ns) =224.56MB/s, HLHT#H =3.61%.

BRI, REGESRA RIS ARE B .



8.19 [5]| <§8.5> In the system described in Exercise 8.18, the memory system
took 200 ns to read the first four words, and each additional four words required
20 ns. Assuming that the memory system takes 150 ns to read the first four words
and 30 ns to read each additional four words, find the sustained bandwidth and the
latency for a read of 256 words for transfers that use 4-word blocks and for trans-

fers that use 16-word blocks. Also compute the effective number of bus transac-
tions per second for each case.
SEER: e X T a4 F2150ns, BEE®41F230ns.
T A-FBURIEE DL
X T 4-FRALE, —IREEFES H—MHUER IR — - RO BIE AR A k. BRI
BEHGEIE N AN FHBIE
AN BRI ) 2 -
(1) RE—A k2] F 7614 I o A
(2) MEFEANFAE: 150ns/(5ns/Cycle)=304 44 E
(—ANFE#I R 109ns/200MHZz=1000/200=5nSs)
(3) 47 (128fr) Ktk 2/~ o & 1]
(—ANGAN BE L — 1~ B A )
(4) TEIRIRAEE R IR Z 817G 2725 PR Bt 4 e 1A
Tl — R B L EL BTN EAM, 2561 F F256/4=641FH %, FrlBANLER
35x64=2240 0B A B, PRI B S RER R R : 2240 #ix 5ns/fE#i=11200ns . B4R

BEHESH H: 64 x (1s/11200ns) = 5.71IMA. RE&EW %N : (256 x 4B)/11200ns
=91.43MBI/s.




St 16-FHALIEFE ML

S F16-FHAERE, —IREBLKFES H— M ERE G R — 1 16-F R BB L% A
B. RIS REFZLIE NN FERIHIER.

BN A-FFIE R E) A -

(1) &E—AHBE B = TE 1A 2 A

(2) NEFFETFLEHIAFE: 150ns/(5ns/Cycle)=30/ it 4 & A

(3) AN FARTITR 28, TR A A28 T 2R LU T — M4

(4) EERRM TR T2 RS, BT —NMFEFAREN (30ns) A RESE
FAFEL, BT AR EL6-2-2=2AN B

gi LR, 169 HA=MFEES LB FEWP. B T16-FHfE%,

—RBEBELSILFLRNEE R 1+30+3x(2+4)+2+2=534FAH, 256 FF
256/16=1613H%%, KB LIiLTFES3x16=848 M5, SN E L. 848

JA#Ax 5ns/fE#A=4240ns. PRI RELFSNEN: 16 x (1s / 4240ns) =
3.77TMAS. BEMEHN: (256 x 4B)x (1s/4240ns) =241.5MB/s.

URT & = 2.6448
R AT, KBRS BEEAR . EENEER4TFEIONs (641
P, 718 T RA B, B, REFEREMBEAT7.18HE.



8.20 [5] <§8.5> Exercise 8.19 demonstrates that using larger block sizes results in
an increase in the maximum sustained bandwidth that can be achieved. Under
what conditions might a designer tend to favor smaller block sizes? Specitically,
why would a designer choose a block size of 4 instead of 16 (assuming all of the
characteristics are as identified in Exercise 8.19)¢

SEEE:

M8.18F18.193KF, /NEFEIRFN AL HE T X HIE T

INBHR R RN TS5 BT AL ) B B LU R B B 2D, (B4R — Bk e K/
gﬁiﬁﬁ%ﬁwﬁﬁ%&mzo%u%%gﬁﬁmﬁ%&ﬁ¢ﬁ,%%¢
BIE LR I,

B, HERAAZR G, Wa-FEb16-FHRif.



8.27 [15] <§8.5> We want to compare the maximum bandwidth for a synchro-
nous and an asynchronous bus. The synchronous bus has a clock cycle time of

50 ns, and each bus transmission takes 1 clock cycle. The asynchronous bus requires
40 ns per handshake. The data portion of both buses is 32 bits wide. Find the band-

width for each bus when performing one-word reads from a 200-ns memory.



2. RPN DP BB K 5 LR

240. BRERZD ALK SETA50ns, BIRELEBINREERY, BER
SZBREFHFEAONs, WM REREBIEEREI20LF , FAiEas BT a4
200ns. ZSRSKH M ixFiEas P iz — DN ER RS 2 5 5

ST R

7] 25 S 25 ) 25 SR R sk ) Ay «

(1) Rtk ayr S 278 : 50ns

(2) FRfEasidfE: 200ns

(3) FEEHIER| & &: 50ns

B CLE B[R] A 300Nns, i K A 2677 i i 4B/300ns, B: 13.3MB/s.

TR U S ER ) 20 R B 1] A«

F14k: 40ns;

$2. 3. 42K Max(3x40ns, 200ns)=200ns;

(552, 3. ABERMIFEAR VT B[R] EE)

®5. 6. 7Kk 3x40ns=120ns.

S TE] A 360ns, W& K 3 4B/360ns=11.1MB/s

HULAT AN FB R RPIRALA20%. EREBEXFNEE, RPRE LN
F AL, CAMERIRAEA0 ns ARESE R — > TId 12



8.29 [10] <§8.5> Let’s determine the impact of polling overhead for three ditter-
ent devices. Assume that the number of clock cycles for a polling operation—

including transferring to the polling routine, accessing the device, and restarting
the user program—is 400 and that the processor executes with a 500-MHz clock.

Determine the fraction of CPU time consumed for the following three cases,
assuming that you poll often enough so that no data is ever lost and assuming that
the devices are potentially always busy:

1. The mouse must be polled 30 times per second to ensure that we do not
miss any movement made by the user.

2. The floppy disk transfers data to the processor in 16-bit units and has a data
rate of 50 KB/sec. No data transfer can be missed.

3. The hard disk transfers data in four-word chunks and can transfer at
4 MB/sec. Again, no transfer can be missed.

SEER: CPURIERA: FP500x 1064

1. BARBIIERE: S#30x400=12000 K4
& CPURYE] f¥] 12000/500%106=0.002%

2. BB REE N FFP50KB/2B=25000¢% 2 #] (polling)
R HIRER SN : 25000x400=107
dy CPUR 8] ) 107/500x109=2%

3. FEHHE A : FiP4AMB/16B=0.25x1067% 2 #] (polling)
RPN ek : 250000x400=108
5 CPURYE ¥ 108/500x 106=20%

R R IL, B AN E & PR T Oy A\ By ) !




8.34 <$8.6> An important advantage of interrupts over polling is the ability of
the processor to perform other tasks while waiting for communication from an I/O
device. Suppose thata 1 GHz processor needsto read 1000 byvtes of data from a par-
ticular I/O device. The 1/O device supplies 1 byte of data every 0.02 ms. The code
to process the data and store it in a buffer takes 1000 cycles.

a. If the processor detects that a byvte of data is ready through polling, and a
polling iteration takes 60 cycles, how many cycles does the entire operation
take?

b. If instead. the processor is interrupted when a byte is ready. and the proces-
sor spends the time between interrupts on another task, how many cycles of
this other task can the processor complete while the I/O communication is
taking place? The overhead for handling an interrupt is 200 cvcles.

SHER: CPURIERN: FR1098r, BI: & E#8108=1ns
/0% %% f%0.02x10°3/10-°=20000/ if e flt— A7 45

[ | | 1 1 Ll
RS 1000 60 60 JAMEMEA

——

_

TENOR A HER— T B, Z‘c):oé’%mvwﬁw: (20000-1000)/60=316.7
A, VOB & WIS IFARERHE], FTll, NiZAERIL7IRE N A REE S
Fr AT e R 2040k 1000+317x60= 20020
HAN1000F T AT il 20020x1000=20,020,0004™
(B3N ETH R L6048, IEHFAT—RE#, Frilit1>333x60=199804")

Gl e !
U AT HAD T AR »

gt

20000

BT b B R INF P S . BRAM FAS 200+ 40 FE1000=1200, 20000-1200=18800 FH 3k 52 5 HiAth T 4E
ATFHE T/ERRSEILHE: 18800x1000=18,800,000




8.39 [8] <§8.6> Suppose we have the same hard disk and processor we used in
Exercise 8.18, but we use interrupt-driven I/O. The overhead for each transfer,
including the interrupt, is 500 clock cycles. Find the fraction of the processor con-
sumed if the hard disk is only transferring data 5% of the time.

SEER:
8.38: LA A ) )7 AT BE R AR 1K
WA F4MB/16B=0.25x106%k & #] (polling)
BYNA R AR #2008 250000x400=108
5 CPUHHA] ) 108/500x108=20%
8.38/% LA W 7 S AT e R AR 38
MR 47 (=16B) BB TWHEKR—IK, AT IRIEEAETHIE L
s, AR R N IA B FPAMB/16B =250K K H KT H 38
TR T A T R %4 250K x500=125x106;
E— A& PriE FE R AL BB I TR B 43 B 125x105/(500x 108)=25%;
B AR o 5% 1) B H) SR AR i, BB
Ab T 3 TE FE R H 2 B R 25%x5%=1.25%




8.40 [8] <§8.6> Suppose we have the same processor and hard disk as in Exercise
8.18. Assume that the initial setup ofa DMA transfer takes 1000 clock cycles for the
processor, and assume the handling of the interrupt at DMA completion requires
500 clock cycles for the processor. The hard disk has a transfer rate of 4 MB/sec and
uses DMA. If the average transfer from the disk is 8 KB, what fraction of the 500-
MHz processor is consumed if the disk is actively transferring 100% of the time?
[gnore any impact from bus contention between the processor and DMA control-
ler.

SEER:
8.38/ LADMA 7 AT HEFE A5 X «
FADMALIE¥ 18K B/(4MB/Sec)=2x10-3%p;
— ¥ 4hF 1/(2x10-3 )=500k DMAfEi%;
WREER — AR EBEENE, AEBULED R
(1000+500)x500=750x103 B4 J& H3R A B 8 1/ O£ AE A 555

FERERL/OBAE L AL B 2816 37 B B 18] o
750x103/500%x108=1.5x10-3=0.15%

tL#E: polling: 20%, interrupt: 1.25%, DMA: 0.15%, fef8HHA45i8?



